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Towards Multimodal Conversational Al

Abstract

Humans perceive the world through multiple sensory systems (ex.,
vision, audition, touch, smell), which work together complementing
each other and therefore it is rather natural to build a model
processing multiple modalities simultaneously. Based on this
understanding of multimodal data, Al systems should communicate
with human users through language, which is the main medium for
human communication. In this talk, I will introduce a few recent
research works related to multimodal conversational Al, which
advance multimodal understanding capability and ability of making

grounded conversation.




